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Abstract—In this article, a new algorithm is developed for the 
identification of an AC/DC Microgrid (MG) using methods of 
"Auto-Regressive with eXogenous inputs (ARX)" and Petri Nets 
(PN). An algorithm is shown in order to obtain a model of 
Distributed Generation (DG) systems for a MG. This algorithm 
aims to obtain a bank of models in which each model is obtained 
through the identification of a different point of operation. This 
method facilitates the identification of dynamic non-linear systems 
associated with MG systems. During the development of this 
research, a bank of models for converter systems are obtained in 
state space which reflect the nonlinear dynamic properties of the 
systems and converters that compose an AC/DC MG.  

Keywords— Microgrid; Identification; No-lineal systems; State 
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I. INTRODUCTION 
The identification of systems with unknown dynamic 

characteristics that are difficult to capture or are highly non-
linear, have opened a highly important field of research entitled, 
"system identification". Basically, it can be defined as a set of 
statistical and stochastic methods which allow to tune in 
optimally, from observed data, a mathematical model suitable to 
a known dynamic system and apply it to model the dynamic 
behavior of the unknown system.  

Current studies that seek to solve problems related to the 
resilience of the Electric Power System (EPS) have been 
directed, without a doubt, to Smart Microgrids. MGs will 
contribute significantly to solve these problems and begin to 
play an important role in the new decentralized paradigm of 
Smart Grid (SG). These surely play a key role in the evolution 
of SG, becoming ideal prototypes for both: isolated sites and 
sites interconnected to the national electrification system. 

In practice, the modeling of a MG becomes complicated due 
to the high non-linearity of the devices that comprise it. 
However, obtaining mathematical models of MGs become a key 
issue when carrying out system analysis and designing 
controllers, where most of the methods are based on the 
knowledge of the system dynamics. 

In this paper, a novel algorithm is developed through the use 
of PN and ARX that allows us to identify a bank of dynamic 
models in state space, that describe the evolution of the different 

components of the MG towards the steady state. For this models 
the system is considered as a "black box". 

The paper is organized as follows: Section II “Electric 
Microgrid” presents the main characteristics of the MGs 
modeling and the MGs architectures. Section III “Petri Net” and 
IV ‘Identification problem’ provides a brief description of the 
PNs and ARX identification used in the investigation. Section V 
discusses the analysis of the identification problem and the 
proposed algorithm. Section VI describes the simulation results 
of the proposed Dynamic Identification algorithm and, finally, 
future research areas and conclusions can be found in Section 
VII. 

II. ELECTRIC MICROGRID 
In the future, MGs are an attractive solution for the 

integration of Distributed Generator (DG) units in SG which will 
bring a reduction in the dependence on fossil fuels and an 
increase in the efficiency of the distribution systems. 

MGs must be robust to keep the voltage and frequency 
within given tolerances, to protect the Main Grid and the loads 
connected to the various faults to which they are exposed [1]–
[3]. In addition, MGs need to facilitate the administration and 
re-synchronization on the demand side. These are usually types 
of small scale SGs that provide a very interesting solution to 
improve power flow in the distribution grid and reduce power 
losses in transmission lines [4] [8]. 

A. Microgrid architecture 
In the literature, three definitions for MGs can be found: 

microgrids, nano-grids (NG), and pico-grids (PG). 
Additionally, MGs can operate in parallel to the main electrical 
grid, both in stand-alone mode (stand-alone power) and in 
interconnected mode (assuming Main Grid references) [2], [5], 
[8]–[16].  

As described in [17], MGs can be in Serial, Switched, and 
Parallel configuration. In the MG series configuration, there is 
a DC bus where all the generation systems and loads are 
connected through their respective converters. In contrast, the 
parallel configuration has an AC bus where the generation 
systems and the loads are directly connected and the DC 
devices are connected through their own inverters, or through a 



DC bus coupled to the AC bus through an inverter or 
bidirectional voltage source converter (VSC) [2], [17]. 

   The combination between the AC and DC MG 
configurations have given rise to the concept of hybrid AC / DC 
MGs and propose an optimal approach because it combines the 
main advantages of the AC and DC MGs [5]. Future trends 
show that features such as scalability, modeling, design, and 
control structures require further investigation to achieve 
integration of hybrid MGs into the main power grid [8], [15]. 

B. Microgrid architecture 
The models of MGs are dynamic and can change depending 

on their configuration, type of topology, and components. 
Therefore, different modeling methodologies are required that 
are capable of representing: rapid dynamics, short response time 
of DG, inherent unbalanced nature of the MG, low energy 
storage capacity, lack of inertia, high degree of parametric 
uncertainties, a high number and diversity of micro-sources, 
electronic power converters, circuits, other devices, and high 
failure rates [3], [4], [8], [18]–[21]. 

In the dynamic modeling, the very slow and fast dynamics 
are often neglected. For instance, the dynamics of generators 
(conventional sources) are much slower than the dynamics of 
VSC which can disregard the generator dynamics. Many authors 
consider the voltage on the generator bus as a constant 
parameter. Nor do they consider the modeling of the associated 
dynamics. They also do not consider the modelling of the 
associated dynamics. In addition, due to the high switching 
frequency of some elements like converters / inverters, the 
relevant dynamics are also considered insignificant [2], [22]. 

On the other hand, authors seek to model each source of GD 
by reducing the order of the model to a linear time invariant first 
order system (LTI) with a time constant and gain factor thereby 
neglecting the dynamics of the grid. Other researchers represent 
MG by a DC source with a VSC connected to the main network, 
an RL filter, a transformer and a circuit breaker which obtains a 
dynamic model in low order for the equivalent system that can 
be easily used for the purpose of control analysis [2], [22]. 

There are also other approaches with DG based on inverters, 
such as [23]. In that work the complete dynamic model of the 
entire grid was considered in place of the inverter, dividing the 
MG system into three subsystems: inverter, distribution grids, 
and loads. In the inverter model, the dynamics of the controller 
was incorporated; the output filter and the coupling inductor; 
and for the state equations of the grid and load, both were 
represented it in one of the reference frames of the inverter, 
assuming that it is the common reference. Then, using the 
transformation technique, the other inverters transform them 
into this common framework and model each subsystem in 
combined state-space in the mentioned common frame of 
reference. In [24], the authors also developed a LTI model in 
state space and perform an analysis of the eigenvalues to study 
the dynamic behavior of the MG while changing the electrical 
parameters and the control gains. 

III. PETRI NET 
PNs allow the study and description of information 

processing systems characterized by being concurrent, 

distributed, non-deterministic and / or stochastic [25]–[28]. A 
PN is a rigorous and powerful mathematical and graphic 
representation, commonly used in discrete, distributed, and 
continuous systems [25], [28]–[30]. 

The PNs are a directed graph that contain two types of main 
nodes: the places (P) represented by circles and the transitions 
(T) represented by rectangular bars, together with one or several 
initial states that is called the brand initial (�o) represented by 
black dots located within each location [25], [28], [31]. The PN 
of  Figure 1 for example is made up of 3 places, three transitions 
and 7 arcs of weight one [25], [30]. 

 
Fig. 1. Petri Net [25].  

The nodes are interconnected with directed arcs which 
connect the transitions with places and vice versa, in addition to 
modifying the different states of the system according to the 
assigned weights. The weight of an arc determines the number 
of marks that the place consumes or that is deposited in another 
place, if the enabled transitions are triggered. Arcs directed 
without a number are understood to consume or deposit a mark 
[20], [25], [26], [28], [31]. 

IV. IDENTIFICATION PROBLEM 
The system identification problem deals with the estimation 

of a dynamic system model from observed data of inputs u(t) 
and outputs y(t), considering the system as a black box operating 
in a stochastic environment [32], [33]. 

For the identification of systems, the most studied methods 
are based on the step response such as: the Oldenbourg - 
Sartorius method; Anderson's method; step response for 
oscillatory systems; Strejc method for systems of order n; 
models with transport delay; among others [32], [33]. 

A. Auto-Regressive with eXogenous inputs 
The ARX represents a dynamic process modified by one or 

more input entries considering the uncertainties. This model 
describes the observed output of the system, process or plant, 
y(t), as a regression sum of the observations of the inputs, u(t), 
and output, y(t), and the model error, e(t) [32], [33]. 

Considering input and output data: 
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The ARX model is expressed according to the following 
equation:  
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The dynamic system output from data and disturbances is: 

���� � ������ � �� � �� ������ � ����� ����� � ����� �
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The output at time t is modeled as a lineal regression of 
inputs and outputs at previous times, so 

�� � � ����� � ������������ � � ��� ! (4) 
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The output predictor is modeled as: 

�$����%��� �� �"!���� (7) 

Using the least squares method, a system of equations is 
generated where the coefficients of the discrete transfer 
function, ai and bj (i=1,2,…n, j=1,2,…,m), are the unknowns. 
The model error, e(t), is assumed to be white noise. 

V. PROBLEM FORMULATION 
Consider a hybrid AC/DC MG, both in its connected mode 

to the grid and in its isolated mode, that is composed of: a 
distributed energy resource (DER) and a set of smart systems 
designed for the conversion of energy (DC/DC, DC/AC, 
AC/AC, bidirectional or not), control, monitoring and 
protection. The intention of this study is to get a state space 
model of the whole MG using the observed information for 
control purposes, whereby the very fast dynamics of highly 
nonlinear systems such as inverters and rectifiers is not the main 
objective for the design and tuning of the controllers. 

Figure 2 illustrates the proposed approach that allows to 
obtain the set of linearized models for the hybrid AC/DC MG. 
The PN state machine introduces the preset disturbances of the 
input variables m-index (m) and angle (ang) to the VSCs, 
coordinates the identification strategy and the assignment of the 
mathematical model obtained for each system of the MG in the 
form of a bank of ordered models. The identification is made 
based on the data observed: m (t), ang (t), v (t) and i (t). 

 
Fig. 2. Bank of LTI model.  

The Table I shown below contains the description of the 
variables used in the methodology of the Figure 3. 

TABLE I.  VARIABLES OF THE PN ALGORITHM 

Symbology Variable 
onDer1; onDern Start status of the methodology for the GDn. 

total1; totaln Test signals buffer for the angle. 

LGd1; LGdn Macro-state of start of test signal injection. 
Md11; Md12  
Md13; Md21 
Md22; Md23 

Data of the input variable j measure of the plant. 

arx1; arxn 
Macro state of start of the Identification algorithm 
for GDn. 

next1; nextn  Start status of the process in the GDn+1. 

The algorithm based on a PN (see Algorithm 1) models a state 
machine that allows to introduce a series of step type test signals, 
coordinate the identification algorithm with the observed data 
between the different systems and organizes the bank of 
linearized models for different points of operation in the various 
systems that make up the MG. Figure 3 shows the test signals 
created by the strategy. The Petri net state machine implemented 
for this purpose can be seen in Figure 4. 

Algorithm 1: PN model methodology for system test. 
1. SET UP THE DISTRIBUTION OF INITIAL TOKENS FOR THE PN MODEL, 

MO. 
2. DETERMINE THE CHARACTERISTIC VECTOR, UI   FOR THE 

TRANSITION STATE AS A FAULT STATE.  
3. CONSTRUCT THE INCIDENCE MATRIX, C (P,T) OF THE PN 
4. DETERMINE THE DYNAMIC TRANSITION PROCESS MODEL THROUGH 

VECTOR M1 . 
5. USING THE VECTOR M1 REDISTRIBUTE THE TOKEN AFTER THE FIRST 

SHOT START. 

 
Fig. 3. Test signal and setpoint for bi-directional AC/DC converters, inverters 
or rectifiers.  

The use of the step type test signals generated by the state 
machine in the PN allows obtaining the variables that feed the 
identification algorithm and has as its main advantage its 
simplicity, unveiling the non-linearity of the system. On the 
other hand, due to the non-linearity of the MG and its 
components, this type of test signals has as a disadvantage, given 
that that they use a rather large variation between the operating 
points of the system and prevent the exact identification between 
them. The algorithm based on PN is complemented by another 
identification algorithm using ARX which is able to freely 
determine the order of the model based on the observed 
variables of inputs and outputs. 



 
Fig. 4. State machine using PNs.

Once the empirical model in state space is obtained, the 
continuous time response of the dynamic system to arbitrary 
inputs is simulated to determine the estimation error. 

VI. CASE STUDY 
The results presented in this section are based on a 

"benchmark" test model corresponding to an AC/DC MG 
connected to the Main Grid. The benchnark is modeled and 
simulated and using Matlab / Simulink.  

Figure 5 shows a single-line diagram of the MG case study. 
This AC /DC MG includes:  one Diesel Generator (DiG), two 
Photovoltaic Panels (PV), two Battery Energy Storage Systems 
(BESS),  Linear Loads (LL), and Nonlinear Loads (NL). 

The results shown in this article are related to the BESS 
shown in green color in Figure 5.  It consists of 3 nickel-metal-
hydride (Ni–MH) battery units of 650 VDC nominal voltage, 
with a rated capacity of 1,5 (Ah) which are connected to an 
interfaced inverter in a cascaded topology that steps up from 650 
VDC to 900 VAC. 

 
Fig. 5. Single-line diagram of AC/DC MG.  

A. Identification and analysis on the AC for the 
operating point 

In this section, the results of the model in inverter mode are 
shown. The outputs of the model are the voltage and the current 
in phases a, b, and c; the inputs of the model are the test signals 
for m y ang which are imposed by the designed PN (Figure 4). 

Consequently, the operating point corresponding to DERn Gn is 
selected.  

For this case of study the identified model represents the 
dynamics of the BESS (DERn Gn) between the Battery System 
in DC and the MG in AC. In Figures 6 and 7 a dynamic behavior 
of the variables of voltage is seen with test signals generated as 
shown in Figure 4. Observed data are selected on point of 
operation DERn Gn (see Table II) and then used in the 
identification. 

TABLE II.  TEST SIGNAL ADJUSTED TO ESTABLISH OPERATING POINT ON 
THE AC MG BUS 

Operation 
Point 

Step signas Initial output conditions, V (pu), I (A) 

m ang Va Vb Vc ia ib ic 

DERn Gn 1.2 0o 0.794 0.831 0.803 688.6 687.8 688.2 

 

 
Fig. 6. Observed voltage data on the AC MG bus.  
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Fig. 7. Observed current data on the AC MG bus.  

VII. ANALYSIS OF RESULTS OF THE AC MICROGRID BUS 
Once the strategy in PN assigns the mark to the macro-state 

of identification of the BESS, the implemented identification 
algorithm is automatically executed based on the ARX method 
which will perform the analysis and adjustment of the data 
obtained with the step type test signal between two work levels. 

A. Identification and analysis on the AC for the 
operating point 

Afterwards, the method performs the identification using the 
data obtained around the corresponding operation point DERn 
Gn and a MIMO system is obtained with two inputs (m y ang) 
and six outputs (Va, Vb, Bc, ia, ib, y ic) for the dynamic model of 
the BESS: 
&'(��� �� � �#�������)����� *�  (8) 
+,(��� �� � �-��.�������/��.���� *  (9) 

Figure 8 shows the high degree of similarity between the 
results obtained by simulating the mathematical state space 
model (identified by the ARX structure) and the data from the 
simulation of the BESS for the operation point DERn Gn. 

 
Fig. 8. Dynamic voltage response of DERn Gn and estimates data.  

Figure 9 shows the high degree of similarity between the 
results of the mathematical model in the linear state space which 
is obtained under digital simulation with the validation data from 
the simulated experimental study of BESS for the operating 
point DERn Gn.. 

 
Fig. 9. Dynamic current response of DERn Gn and validation data.  

The estimated parameters of the system DERn Gn on the 
operation point are: 
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Figure 10 show the identification errors (e) of the outputs 
VAC and iDC. 



 
Fig. 10. Identification errors for DERn Gn model.  

VIII. CONCLUSIONS 
The proposed research shows a new algorithm for the 

dynamic identification of the systems that compose MGs, such 
as: VSCs (one-way or bidirectional), BESSs, PVs, DiGs, 
among others. The models obtained by the developed algorithm 
are of vital importance which aid in finding the line parameters 
used in some techniques, e.g., adaptive voltage droop, virtual 
frame transformation methods, state estimation (Kalman 
Filter), Fault Detection, Identification and Accommodation 
Technique and Fault Tolerant Control (FTC) applications. 

This method provides state space models for different 
systems that interact in MGs. In addition to providing 
mathematical models for both DC MG and AC MGs, it can be 
used to obtain isolated or connected modes or charging and 
powering modes of energy storage systems. If necessary, for 
novel systems with complex dynamics, the PN state machine 
can be updated with new signals of typical tests in relation to the 
new objectives and the type of study to be developed 
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